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Abstract

We show that hyperbolic discounting is key for understanding the closed-end fund puzzle,

which is the persistent deviation between the market prices of closed-end funds and net asset

value (NAV) of their underlying assets. Hyperbolic-discounting individuals are willing to utilize

illiquid underlying assets as commitment devices to avoid time-inconsistent consumption plans.

Consequently, more liquid closed-end funds trade at discounts to their NAV. We establish the

conditions under which the discounts and premiums arise in the prices of closed-end funds.

Keywords: Closed-end fund puzzle, Commitment, Hyperbolic discounting, Illiquid assets, Short-

sale constraint.

JEL Classification Numbers: E21, E70, G12, G51.

Introduction

Arbitrage is one of the most fundamental principles in economics, wherein assets with identical payoff

structures are priced the same. This does not necessarily hold for the pricing of closed-end funds

(CEFs), which has intrigued researchers as the closed-end fund puzzle. CEFs typically trade at dis-

counts and sometimes at premiums to their net asset value (NAV), which is the per share market value

of the underlying assets (UAs). Using an asset pricing model with time inconsistent preferences due to

hyperbolic discounting, we show that the illiquidity of UAs, combined with the short-sale constraints

on CEFs, creates a discount in the CEF price, thereby serving as a commitment device. By removing

future choices, illiquid assets rather help in achieving time-consistent consumption plans. Thus, more

liquid CEFs are priced under UAs. We also reveal that the opposite case can occur: When current

income is low, and thus, the short-sale constraint is binding, high demand for CEFs results in premi-

ums instead of discounts on the CEF prices. These two imperfections in the financial market are key

to unraveling the CEF puzzle.

A CEF, exemplified by real estate investment trusts (REITs), issues a fixed number of shares to raise

capital through an initial public offering (IPO). This capital is invested in various UAs, including highly

illiquid assets, such as real estate. Once a fund is launched, the shares are traded on stock exchange

markets without new issuances and redemptions until maturity. Therefore, the CEF can be interpreted

as a way for liquidating otherwise illiquid assets. The market prices of CEFs usually deviate from their
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NAV. Notably, the CEF price trades at a premium of almost 10% after the IPO and transitions to a

discount of over 10% within 120 days on average (Rosenfeldt and Tuttle (1973), Weiss (1989), Lee,

Shleifer, and Thaler (1991), Cherkes, Sagi, and Stanton (2009)). This discount persists until the CEF is

ultimately converted into an open-end fund (Brauer (1984), Brickley and Schallheim (1985)). Studies

attribute the initial premium to underwriting and start-up costs, which are paid out of IPO proceeds

(Lee, Shleifer, and Thaler (1991), Cherkes, Sagi, and Stanton (2009)). However, the subsequent

discounts are considered as a “free lunch,” which refers to a potential profit opportunity. Buying

CEFs and selling UAs can yield significantly positive abnormal returns (Thompson (1978), Herzfeld

(1980), Richards, Fraser, and Groth (1980), Brauer (1988)). Here, we concentrate on elucidating why

CEF prices persistently deviate from their NAV, particularly with discounts, even after a substantial

period after the IPO.

According to Cherkes’s (2012) survey, many studies have attempted to explain the CEF puzzle from

various perspectives, including investor irrationality, management fees associated with asset liquida-

tion, information asymmetry regarding fund managers’ ability, tax overhang stemming from unrealized

capital gains in CEFs, inaccuracies in reported NAV attributable to bookkeeping complications, dis-

ruption of arbitrage due to market imperfections, and CEF premia driven by leverage provisions.

Among these, two theories exert a predominant influence over CEF pricing research. The first is De

Long et al.’s (1990) investor sentiment theory. The liquidity transformation of illiquid UAs into a CEF,

along with no minimum investment requirements, facilitates small investors’ participation in capital

markets. Given that the behavior of small investors is significantly swayed by irrational sentiments

such as optimism and pessimism, the CEF price exhibits greater volatility than its NAV. This gener-

ates a discount in the CEF price to compensate for the associated undiversifiable risk premium. Lee,

Shleifer, and Thaler (1991) provide empirical evidence supporting the investor sentiment hypothesis.

While our model is related to investor irrationality, it differs in that illiquid UAs help prevent future

time-inconsistent behavior caused by hyperbolic discounting, thereby clarifying the CEF price discount

through an increase in the valuation of UAs.

The second is an influential work by Cherkes, Sagi, and Stanton (2009), who consider the tradeoff

between the benefits of investing in liquid CEFs and fund manager fees. The underwriting and startup

costs incurred at the IPO erode the NAVs of the UAs, whereas the management fees incurred when

buying or selling CEFs decrease the value of CEFs. Depending on the strength of the demand for

CEFs as liquid assets and magnitude of management fees, either persistent discounts or premiums arise.

Berk and Stanton (2007) find a similar result: a discount exists when the value of the fund manager’s

ability, instead of the liquidity benefits of CEFs, is less than management fees. We contribute to the

literature by highlighting another mechanism for the price discrepancy between UAs and CEFs. As

hyperbolic-discounting individuals demand illiquidity for self-control, UAs are priced more than CEFs.

Our model also has the potential for explaining the persistent premiums observed in CEF prices.

When current income is sufficiently low, individuals have fewer savings motive and thus the short-

sale constraints on liquid CEFs become binding. In this situation, the presence of short-sale constraints

keeps the demand for CEF and its price high, indicating the emergence of CEF price premiums. 　
This is important because a portion of CEFs maintains their premiums even while the majority trade

at discounts (see Cherkes (2012)).

Hyperbolic discounting is a useful model for describing time-inconsistent preferences, wherein the

future selves prefer different plans from those set by the current self (Strotz (1956), Phelps and Pollak

(1968), Laibson (1997)). A powerful way to ensure that future selves adhere to a time-consistent plan

is to utilize commitment devices (Strotz (1956)). Laibson (1997) considers a hyperbolic-discounting

preference to clarify that a combination of illiquid assets and borrowing constraints operates as an

effective commitment device. Angeletos et al. (2001) develop a quantitative model of Laibson (1997)
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to investigate why households hold their wealth in an illiquid form. Commitment rationalizes aspects

such as mandatory savings facilitated by social security systems (Schwarz and Sheshinski (2007)),

savings floors (Malin (2008)), mortgage loans with down-payments (Ghent (2015), Schlafmann (2021)),

and owning durable goods instead of renting (Nocke and Peitz (2003), Kang and Kang (2022)).1 We

leverage the idea of commitment devices to understand the price discrepancies between UAs and CEFs

through the lens of liquidity differences. Our findings are associated with those of Nocke and Peitz

(2003), who find that a secondary market, such as the used goods market, supplies liquidity, thereby

impacting the price of durables in the primary market under a hyperbolic discounting preference.

We construct a simple dynamic model that provides a closed-form solution for asset prices and

derive the conditions under which CEFs may either trade at a discount or premium. Individuals

live for three periods during which they make consumption and portfolio decisions under hyperbolic

discounting. The model incorporates illiquid UAs and short-sale constraints of CEFs as a commitment

device to control for the behavior of the future selves. Even if the payoff structures are identical

between UAs and CEFs, illiquid UAs are priced at a premium relative to CEFs. The feasibility of

such commitment strategies hinges on key economic parameters, such as the initial endowment, e, and

degree of hyperbolic discounting, β. A CEF price discount materializes when e is relatively large and

β is low. However, when β is high, representing weaker hyperbolic discounting, the commitment is no

longer viable and the CEF trades at a price equal to its NAV, as in the case of standard exponential

discounting and no management fees. Furthermore, when e is sufficiently low, individuals have greater

incentives to sell CEFs. Here, the resulting binding short-sale constraints on CEFs generate a CEF

price premium. Our framework can describe various situations in CEF pricing. Commitment is not

necessarily be guaranteed even under hyperbolic discounting, although most studies do not focus on

this possibility (exceptions include Amador, Werning, and Angeletos (2006), Ambrus and Egorov

(2013) and Ogawa and Ohno (2024)).

The remainder of the article proceeds as follows: Section 1 presents the basic model structure.

Section 2 derives the optimality conditions for a hyperbolic-discounting individual. Section 3 yields

the equilibrium asset prices, and establishes the conditions under which the CEF price discount and

premium arise. Finally, section 4 presents the conclusion of the study.

1 The Model

A CEF is an investment scheme that raises a fixed amount of capital through an IPO. In contrast to

open-end funds, a CEF does not issue or redeem shares based on investor demand until the initially

issued shares reach maturity. The collected funds are invested in equities, bonds, real estate, infras-

tructure projects, etc.. The shares are traded on stock exchange markets, usually at a premium or

discount relative to the UAs’ per-share market value, that is, the NAV. The CEF’s price deviation

from its NAV is known as the asset pricing puzzle. Although some CEFs are traded at premiums,

most empirical literature finds CEF price discounts within 120 days, on average, after the IPO (Rosen-

feldt and Tuttle (1973), Weiss (1989) Lee, Shleifer, and Thaler (1991), Cherkes, Sagi, and Stanton

(2009)). Here, we explore the mechanism via which hyperbolic discounting in preference creates the

price deviation between the liquid CEFs and illiquid UAs.

Consider identical individuals who hyperbolically discount their future utility streams. An individ-

ual lives for three periods, denoted by 1, 2, and 3, while the economy lasts infinitely. Two types of

financial assets exist with different degrees of liquidity. The first is an asset that generates an income

gain of A(> 0) in every period, which we call an UA. Individuals can buy or sell it in period 1 but

1See Bryan, Karlan, and Nelson (2010) for a survey on commitment.
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cannot liquidate it in period 2, requiring them to hold it until period 3. This assumption reflects the

fact that the UAs of CEFs contain some illiquid assets such as real estate and infrastructure projects;

in other words, a CEF transforms its illiquid UAs into a liquid asset (Cherkes (2012)). For example,

REITs provide a way to liquidate investments in illiquid real estate. The second asset is a CEF, which

is more liquid than a portfolio of its UAs as it is traded in every period in a stock exchange market.

The CEF also yields an income gain of A in each period. However, because of the management fees

involved in running the fund, individuals receive dA after deducting these costs, where 0 < d ≤ 1.

Following Laibson (1997) and Ogawa and Ohno (2024), we assume that the short selling of liquid

CEF is prohibited. Individuals with hyperbolic discounting utilize the liquidity differences between

UA and CEF to commit to future time-consistent consumption plans. Thus, the two assets are no

longer indifferent and their prices may deviate even without management fees (d = 1).

In period 1, an individual receives an endowment ē(> 0) and divides it into consumption c1, the

illiquid UA bU1 , and the liquid CEF bC1 . Thus, the flow budget equation in period 1 is given by:

c1 + pU1 b
U
1 + pC1 b

C
1 = ē, (1)

where pU1 and pC1 are the market prices of UA and CEF, respectively. In period 2, the individual

receives income gains AbU1 and dAbC1 from the UA and CEF, respectively. While the UA cannot be

liquidated, the CEF can be traded at the market price pC2 in period 2. The remaining funds are

directed toward consumption, c2. Accordingly, the flow budget equation in period 2 satisfies

c2 + pC2 b
C
2 = AbU1 +

(
dA+ pC2

)
bC1 , (2)

where bC2 denotes the amount of the CEF held at the end of period 2. In period 3, the individual

obtains income and capital gains, and allocates them all to consumption c3:

c3 =
(
A+ pU3

)
bU1 +

(
dA+ pC3

)
bC2 . (3)

Since the UAs and CEF inherently have the same payoff structure, we can interpret pU as the CEF’s

NAV. The closed-end fund puzzle represents the deviation of pC from pU .

Outside this economy, fully liquid assets are traded at a constant gross interest rate of r̄ > 1.

Hence, the no-arbitrage condition between these assets and CEF implies that:

r̄ =
dA+ pC2

pC1
=

dA+ pC3
pC2

=
dA+ pCt+1

pCt
, (4)

where t denotes a time index. The dynamic equation pCt+1 = r̄pCt −dA is unstable because the eigenvalue

r̄ exceeds 1. Hence, the CEF’s market price initially jumps to

pC =
dA

r̄ − 1
(> 0) (5)

and stays there afterward.2 As Cherkes, Sagi, and Stanton (2009), the CEF price decreases when

management fees are higher, indicating a lower d. Given this price, the CEF is elastically supplied

outside the economy. By contrast, the supply of UA is exogenously fixed at z̄ > 0, thereby fulfilling

the following relationship in equilibrium:

bU1 = bUt = z̄(> 0). (6)

2Our model has an overlapping-generations structure. Hence, bubbles may emerge if the economy is dynamically

inefficient (Tirole (1985)). In such a case, bubbles in the CEF raise its price beyond its fundamental value, dA/(r̄ − 1).
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The price of UA is determined by the market, reflecting its demand.

Given the time-inconsistent nature of preferences under hyperbolic discounting, we can describe

individual decision-making as a game between the inner selves with different preferences (Phelps and

Pollak (1968), Pollak (1968), Laibson (1997)). We refer to the self in period t as the self t. The utility

stream for self 1 is defined by

u(c1) + β1δ [u(c2) + δu(c3)] , with 0 < δ < 1 and 0 < β1 < 1, (7)

where δ is the discount factor, β1 measures self 1’s degree of hyperbolic discounting, and u(c) is

the felicity function from consumption, which is strictly increasing, strictly concave, continuously

differentiable, and satisfies the Inada condition. Self 1 discounts the period-3 utility by δ relative to

the period-2 utility. As time passes, self 2 becomes more impatient, discounting the period-3 utility

by β2δ instead of δ:

u(c2) + β2δu(c3), with 0 < β2 < 1, (8)

where β2 represents the self 2’s degree of hyperbolic discounting. Throughout this study, we restrict

our analysis under the following logarithmic utility function to obtain a closed-form solution for asset

prices:3

u(c) = ln c.

Owing to the change in preference from (7) to (8), the optimal consumption path for self 1 differs

from that for self 2. That is, time inconsistency arises in the preference. However, self 1 manages to

control for self 2’s behavior using the illiquid UA and short-sale constraints on the CEF, which are

represented by

bCt ≥ 0. (9)

There are several practical reasons to assume short-sale constraints. In most cases, the trading volume

of CEFs is low, making it difficult to borrow shares for short selling. This low liquidity may cause large

price fluctuations, inducing investors to avoid short selling. Additionally, the financial costs associated

with short selling, such as borrowing fees and the obligation to pay dividends to the owner of borrowed

shares, are often substantial and may outweigh the benefits of the short sale. Finally, some CEFs are,

by regulation, restricted or prohibited from being short sold.

2 Optimization

We consider a subgame-perfect equilibrium in a game played between the selves 1 and 2. Self 1 designs

her consumption plan, expecting self 2’s reaction. Taking the assets left by self 1 as given, self 2

attempts to revise her consumption plan according to her own preference (8); however, this may not

be achievable due to the presence of the illiquid UA and short-sale constraints on the CEF. This section

first derives self 2’s reaction function and then self 1’s optimality conditions. In the next section, we

determine the subgame-perfect equilibrium.

3Our main implications on asset prices are the same if we employ a more general utility function. See, for example,

Ogawa and Ohno (2024).
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2.1 Self 2’s decision

Given the predetermined amounts of the UA and CEF, self 2 adjusts her CEF holdings in period 2,

bC2 , to maximize her own utility (8), subject to the budget equations (2)–(3) and short-sale constraint

(9) wherein t = 2:

max
bC2

ln
[
AbU1 +

(
dA+ pC2

)
bC1 − pC2 b

C
2

]
+ β2δ ln

[(
A+ pU3

)
bU1 +

(
dA+ pC3

)
bC2

]
+ µ2b

C
2 ,

where µt denotes the Lagrange multiplier for bC2 ≥ 0. Considering the no-arbitrage condition (4), we

obtain the following first-order optimality condition:

pC2 ≥ β2δc2
c3

(
dA+ pC3

)
, or equally,

1

r̄
≥ β2δc2

c3
, with equality when bC2 > 0.

Since self 2 cannot alter the amount of illiquid UA, she may be unable to intertemporally smooth her

consumption due to the short-sale constraint on CEF.

When the short-sale constraint is not binding in period 2 (bC2 > 0), self 2 can flexibly choose the

desired consumption plan by adjusting the CEF amount at the end of period 2. Eliminating c2 and c3
from self 2’s optimality condition with equality using the budget equations (2)–(3) yields her reaction

function:

c2 =
1

1 + β2δ

[(
A+

A+ pU3
r̄

)
bU1 +

(
dA+ pC2

)
bC1

]
,

c3 =
β2δr̄

1 + β2δ

[(
A+

A+ pU3
r̄

)
bU1 +

(
dA+ pC2

)
bC1

]
,

bC2 =
1

(1 + β2δ) pC2

{
β2δ

[
AbU1 +

(
dA+ pC2

)
bC1

]
− A+ pU3

r̄
bU1

}
(> 0).

(10)

The square bracket in the second and third equations represents the lifetime income in period 2, where

bU1 and bC1 are predetermined by self 1. Self 2 allocates it to period-2 and period-3 consumptions in the

ratio 1 to β2δ based on her own utility (8). This consumption allocation is possible if the short-sale

constraint is not binding. From the third equation in (10), the existing condition for this consumption

allocation is

Condition 1: bC2 > 0, or equivalently,
A+ pU3

r̄
bU1 < β2δ

[
AbU1 +

(
dA+ pC2

)
bC1

]
.

By contrast, when the short-sale constraint is binding, self 2 has no choice but to choose the

consumption allocation that is not optimal for herself. Substituting bC2 = 0 into the budget equations

(2)–(3) yields

c2 = AbU1 +
(
dA+ pC2

)
bC1 , c3 =

(
A+ pU3

)
bU1 , bC2 = 0. (11)

Self 2 cannot smooth her consumption intertemporally, implying that her optimality condition does

not necessarily hold with equality:

Condition 2:
1

r̄
≥ β2δc2

c3
, or equivalently, β2δ

[
AbU1 +

(
dA+ pC2

)
bC1

]
≤ A+ pU3

r̄
bU1 .

The impatient self 2 wants to shift income from period 3 to 2 to increase period-2 consumption, but

cannot do so due to the binding short-sale constraint on the CEF. Although this situation is undesirable

for self 2, the less impatient self 1 manages to achieve this by adjusting the amount of the illiquid UA.

We summarize self 2’s reaction in the following lemma:
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Lemma 1

(a) If Condition 1 is satisfied, then the short-sale constraint on the CEF is not binding in period 2

and self 2’s reaction is given by (10), where consumption depends on self 2’s degree of hyperbolic

discounting, β2.

(b) If Condition 2 is satisfied, then the short-sale constraint on the CEF is binding in period 2 and

self 2’s reaction is given by (11), where consumption is independent of self 2’s degree of hyperbolic

discounting, β2.

Given that the other variables remain the same, a larger bC1 implies a lower incentive for self 2 to shift

her income from period 3 to 2. Thus, self 2 is not restricted by the short-sale constraint on CEF and

flexibly chooses her desirable consumption plan. Meanwhile, with a relatively small bC1 , self 2 is forced

to follow the consumption plan designed by self 1.

2.2 Self 1’s decision

We next analyze the self 1’s demand for the UA and CEF. There are four kinds of candidates for

self 1’s strategy, depending on whether the short-sale constraints on the CEF in periods 1 and 2 are

binding:

• Case 1a: bC1 > 0 and bC2 = 0.

• Case 1b: bC1 = 0 and bC2 = 0.

• Case 2a: bC1 > 0 and bC2 > 0.

• Case 2b: bC1 = 0 and bC2 > 0.

In Cases 2a and 2b where self 2 can sell the CEF without being constrained, self 2 can flexibly

revise the consumption plan made by self 1. That is, self 1 cannot commit to her consumption plan

in the future. We refer to these types of strategies as flexibility strategies. In contrast, Cases 1a and

1b are situations in which self 1’s commitment is possible. We refer to these strategies as commitment

strategies. Formally, we define the commitment as follows:

Definition 1 Self 1 can make a commitment if her consumption is independent of self 2’s degree of

hyperbolic discounting β2.

As in Lemma 1, the flexibility strategy arises under Condition 1, whereas the commitment strategy is

possible under Condition 2. Next, we focus our analysis on realistic cases by imposing

Assumption 1: δ(r̄ − 1) < 1, which implies β2δ(r̄ − 1) < 1,

where r̄ − 1 denotes the net interest rate on liquid assets.

2.2.1 Commitment

We first analyze self 1’s decision in Cases 1a and 1b where she can commit to her future consumption

plan. She maximizes her own utility (7) subject to the period-1 flow budget equation (1), period-1

short-sale constraint (9), in which t = 1, and self 2’s reaction function (11):

max
bU1 ,bC1

ln
(
ē− pU1 b

U
1 − pC1 b

C
1

)
+ β1δ ln

[
AbU1 +

(
dA+ pC2

)
bC1

]
+ β1δ

2 ln
(
A+ pU3

)
bU1 + µ1b

C
1 ,
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where µ1 denotes the Lagrange multiplier for bC1 ≥ 0. Note that even if the short-sale constraint on

the UA is present, self 1 chooses a positive amount of the UA to avoid zero consumption in period 3.

The first-order optimality conditions require:

pC1 ≥ β1δc1
c2

(
dA+ pC2

)
, or equally,

1

r̄
≥ β1δc1

c2
, with equality when bC1 > 0, (12)

pU1 =
β1δc1
c2

[
A+

δc2
c3

(
A+ pU3

)]
, (13)

where we use the no-arbitrage condition (4) to obtain the second equation in (12).

Two cases arise, depending on whether self 1 is restricted from selling CEF in period 1: When bC1 >

0, self 1 can commit without being constrained to sell the CEF. Thus, we call this the unconstrained

commitment strategy. Meanwhile, when bC1 = 0, self 1 is willing to take the negative holding position

of CEF but cannot. We refer to this as the constrained commitment strategy.

Case 1a: Unconstrained commitment

Consider the case in which bC1 > 0 and bC2 = 0. Because self 1’s optimality condition (12) holds with

equality, we have β1δr̄c1 = c2, where c1 and c2 satisfy

c1 = ē− pU1 b
U
1 − pC1 b

C
1 , c2 = AbU1 + r̄pC1 b

C
1 ,

from the period-1 flow-budget equation (1) and self 2’s reaction function (11), to which the no-arbitrage

condition (4) is applied, respectively. This solves self 1’s CEF demand:

pC1 b
C
1 =

β1δ

1 + β1δ

(
ē− pU1 b

U
1

)
− A

(1 + β1δ) r̄
bU1 , (14)

which rewrites c1 and c2 as

c1 =
1

1 + β1δ

[
ē−

(
pU1 − A

r̄

)
bU1

]
, c2 =

β1δr̄

1 + β1δ

[
ē−

(
pU1 − A

r̄

)
bU1

]
.

We eliminate c1, c2, and c3 from self 1’s optimality condition (13) using the above consumption

equations and second equation in the self 2’s reaction function (11). We then apply the equilibrium

condition in the UA market (6) to the result. This provides the equilibrium price of the UA:

pU =
A

r̄
+

β1δ
2ē

(1 + β1δ + β1δ2) z̄
, (15)

which is constant over time. Thus, the equilibrium consumption allocation is given by:

c1 =
ē

1 + β1δ + β1δ2
, c2 =

β1δr̄ē

1 + β1δ + β1δ2
, c3 =

β1δ
2r̄Rē

1 + β1δ + β1δ2
,

where

R ≡ c3
δc2

=
1

r̄
+

(
1 + β1δ + β1δ

2
)
(1 + r̄)Az̄

β1δ2r̄2ē
. (16)

With this unconstrained commitment strategy, self 1 can allocate the initial endowment ē to con-

sumption in periods 1, 2, and 3 according to her own preference (7) in the proportions 1, β1δ, and

β1δ
2, respectively. R is interpreted as the implied gross interest rate based on self 1’s marginal rate of

substitution of period 2-consumption for period-3 consumption.
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Substituting the equilibrium asset prices (5) and (15), and the equilibrium condition in the UA

market (6) into (14) yields

bC1 =
β1δ (r̄ − 1)

(1 + β1δ + β1δ2) dA

[
ē−

(
1 + β1δ + β1δ

2
)
Az̄

β1δr̄

]
,

which must be positive under the unconstrained commitment strategy:

bC1 > 0, or equivalently, ē >
r̄ − 1

r̄
Ω(> 0), where Ω ≡

(
1 + β1δ + β1δ

2
)
Az̄

β1δ (r̄ − 1)
(> 0). (17)

The equilibrium consumption allocation rewrites Condition 2 for bC2 = 0 as
(
β2r̄

2 − 1
)
ē ≤ (1+r̄)(r̄−1)

δr̄ Ω.

As ē > 0, we can reduce this condition to:{
0 < ē ≤ (1+r̄)(r̄−1)

(β2r̄2−1)δr̄Ω if β2r̄
2 > 1;

0 < ē if β2r̄
2 ≤ 1.

Appendix A shows that

r̄ − 1

r̄
Ω <

(1 + r̄) (r̄ − 1)

(β2r̄2 − 1) δr̄
Ω under β2r̄

2 > 1 and Assumption 1.

Therefore, the necessary condition for the existence of the unconstrained commitment equilibrium is

summarized as follows:

Lemma 2 Under Assumption 1, the unconstrained commitment equilibrium with bC1 > 0 and bC2 = 0

exists when: {
r̄−1
r̄ Ω < ē ≤ (1+r̄)(r̄−1)

(β2r̄2−1)δr̄Ω if β2r̄
2 > 1;

r̄−1
r̄ Ω < ē if β2r̄

2 ≤ 1;

where Ω is expressed by (17).

Next, we investigate the implications for asset pricing. By combining (13) and the second equation

in (12), in which the equality holds, and using R in (16) to eliminate δc2/c3 from the result, we have:

pU =
A

r̄
+

A+ pU

r̄R
, or equally, pU =

(1 +R)A

r̄R− 1
(> 0),

both of which equal (15) under (16). The first equation states that the price of UA equals the present

value of the future UA’s payoffs. Notably, the period-3 payoff is discounted by r̄R, not by r̄2, based

on self 1’s preference for consumption in periods 2 and 3. Dividing the second equation by the CEF

price (5) yields

pU

pC
=

(r̄ − 1) (1 +R)

(r̄R− 1) d
⋛ 1 if r̄ + (r̄R− 1) (1− d) ⋛ R.

Because R in (16) is independent of d, a higher management fee—or a smaller d—indicates a larger

discount on the CEF price relative to its NAV (pC < pU ). Management fees create the discount even

when R = r̄. To explain the discounts on CEF prices, Cherkes, Sagi, and Stanton (2009) emphasize

the role of management fees involved when CEFs are liquidated.
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In our model with hyperbolic discounting, the discount can arise through another channel. To

observe this, we assume away management fees (d = 1). Considering Condition 2, we find that

pC < pU holds if

1

R
=

δc2
c3

>
1

r̄
≥ β2δc2

c3
.

Self 1 is less impatient to consume in period 2 than self 2 is. This yields a lower implied interest

rate R between periods 2 and 3, indicating a higher present value of the period-3 payoff, and thus,

higher price of UA. That is, the UA has extra value as a device for achieving the commitment in the

presence of time-inconsistent preferences. While management fees decrease the CEF price, hyperbolic

discounting resolves this puzzle by increasing the UA price. Note that the range with the discount

disappears if the preference is time-consistent; that is, if β2 = 1.

Using R in (16), into which the equilibrium consumption allocation is substituted, we obtain the

following proposition:

Proposition 1 Suppose there are no management fees (d = 1). Then, the following equilibrium

relationship for asset prices holds in the unconstrained commitment equilibrium:

pU ⋛ pC , or equally, r̄ ⋛ R, if ē ⋛ 1

δr̄
Ω,

where Ω is expressed by (17).

A smaller z̄, which implies a smaller Ω, lowers consumption in period 3. This yields a lower R, thereby

generating a discount on the CEF price. However, note that the commitment strategy does not always

guarantee a discount; a premium on the CEF price may arise for a larger z̄. In section 3, we consider

all possible strategies for self 1 and clarify the conditions under which the CEF price deviates from

the UA price, either at a discount or premium.

Case 1b: Constrained commitment

Consider the case where bC1 = bC2 = 0. Substituting bC1 = 0 into the period-1 flow budget equation (1)

and self 2’s reaction function (11) yields:

c1 = ē− pU1 b
U
1 , c2 = AbU1 , c3 =

(
A+ pU3

)
bU1 .

Applying these consumption functions and the UA’s equilibrium condition (6) to self 1’s optimality

condition (13), we obtain the following equilibrium price for the UA:

pU =

(
β1δ + β1δ

2
)
ē

(1 + β1δ + β1δ2) z̄
, (18)

which gives the equilibrium consumption allocation as follows:

c1 =
ē

1 + β1δ + β1δ2
, c2 = Az̄, c3 = Az̄ +

(
β1δ + β1δ

2
)
ē

1 + β1δ + β1δ2
.

The short-sale constraint on the CEF prevents self 1 from intertemporally smoothing their con-

sumption, although the commitment remains possible. Owing to the binding short-sale constraint on

the CEF (bC1 = 0), self 1’s optimality condition (12) does not necessarily hold with equality. The

equilibrium consumption allocation reduces (12) and Condition 2 to:

0 < ē ≤ r̄ − 1

r̄
Ω,

{
ē ≥ (β2δr̄−1)(r̄−1)

1+δ Ω if β2δr̄ > 1;

ē > 0 if β2δr̄ ≤ 1,

10



where Ω is defined by (17). As formally proven in Appendix A, Assumption 1 guarantees that:

(β2δr̄ − 1) (r̄ − 1)

1 + δ
Ω <

r̄ − 1

r̄
Ω.

Therefore, the existence condition of the constrained commitment equilibrium can be summarized as

follows:

Lemma 3 Under Assumption 1, the constrained commitment equilibrium with bC1 = bC2 = 0 can exist

when: {
(β2δr̄−1)(r̄−1)

1+δ Ω ≤ ē ≤ r̄−1
r̄ Ω if β2δr̄ > 1;

0 < ē ≤ r̄−1
r̄ Ω if β2δr̄ ≤ 1;

where Ω is expressed by (17).

We can understand the implications of the asset prices by dividing the UA price (18) by the CEF

price (5):

pU

pC
=

(
β1δ + β1δ

2
)
(r̄ − 1) ē

(1 + β1δ + β1δ2) dAz̄
⋛ 1 if ē ⋛ d

1 + δ
Ω.

Without management fees (d = 1), we cannot explain the discount on the CEF price within the

existence condition presented in Lemma 3 because

1

1 + δ
Ω− r̄ − 1

r̄
Ω =

1− δ (r̄ − 1)

(1 + δ) r̄
> 0

under Assumption 1. The presence of short-sale constraints keeps the demand for CEF and its price

high. Within the condition in Lemma 3, this effect outweighs the upward pressure on the UA price,

driven by the increased demand for the UA as a commitment device. Consequently, we find that:

Proposition 2 Suppose there are no management fees (d = 1). The CEF is traded at a premium,

not a discount, in the constrained commitment equilibrium: pU < pC .

2.2.2 Flexibility

Outside the region presented in Lemmas 2 and 3 where commitment is possible, self 1 cannot control

for self 2’s behavior. In other words, self 2 has the flexibility to make consumption decisions in periods

2 and 3. In this situation, self 1 maximizes her own utility (7) subject to the period-1 flow budget

constraint (1), period-1 short-sale constraint (9), in which t = 1, and self 2’s reaction function (10):

max
bU1 ,bC1

ln
(
ē− pU1 b

U
1 − pC1 b

C
1

)
+ β1δ ln

1

1 + β2δ

[(
A+

A+ pU3
r̄

)
bU1 +

(
dA+ pC2

)
bC1

]
+ β1δ

2 ln
β2δr̄

1 + β2δ

[(
A+

A+ pU3
r̄

)
bU1 +

(
dA+ pC2

)
bC1

]
+ µ1b

C
1 ,

where µ1 is the Lagrange multiplier for bC1 ≥ 0.

Considering that c3 = β2δr̄c2 is satisfied from (10) due to self 2’s flexible decision, we have the

following first-order optimality conditions:

pC1 ≥
(
β1δ + β1δ

2
)
c1

(1 + β2δ) c2

(
dA+ pC2

)
, or equally,

1

r̄
≥

(
β1δ + β1δ

2
)
c1

(1 + β2δ) c2
, with equality when bC1 > 0,

(19)

pU1 =

(
β1δ + β1δ

2
)
c1

(1 + β2δ) c2

(
A+

A+ pU3
r̄

)
, (20)
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where we used the no-arbitrage condition (4) to obtain the second condition in (12). We refer to the

strategy with bC1 > (=)0 as the unconstrained (constrained) flexibility strategy.

Case 2a: Unconstrained flexibility

When the short-sale constraints on the CEF are not binding in periods 1 and 2, the following no-

arbitrage condition is fulfilled:

r̄ =
A+

A+pU
3

r̄

pU1
=

A+
A+pU

t+2

r̄

pUt

from (19) with equality and (20). Since these price dynamics have two unstable eigenvalues, r̄(> 1)

and −r̄(< −1), the UA price initially jumps to the steady-state level,

pU =
A

r̄ − 1
. (21)

Comparing this with the CEF price (5), we find that the CEF is traded at a discount in the presence

of management fees, as demonstrated by Cherkes, Sagi, and Stanton (2009):

pC < (=)pU if d < (=)1.

We summarize this result in the following proposition:

Proposition 3 Suppose there are no management fees (d = 1). The CEF is traded at the same price

as the UA in the constrained commitment equilibrium: pU = pC .

Next, we derive the equilibrium consumption allocation. Applying the equilibrium asset prices (5)

and (21) and the UA’s equilibrium condition (6) to the period-1 flow budget constraint (1) and first

equation in self 2’s reaction function (10), we obtain

c1 = ē− A

r̄ − 1

(
z̄ + dbC1

)
, c2 =

r̄A

(1 + β2δ) (r̄ − 1)

(
z̄ + dbC1

)
.

Substituting these consumption functions into self 1’s optimality condition (19) with equality, we

obtain the following demand for the CEF:

bC1 =

(
β1δ + β1δ

2
)
(r̄ − 1)

(1 + β1δ + β1δ2) dA

[
ē−

(
1 + β1δ + β1δ

2
)
Az̄

(β1δ + β1δ2) (r̄ − 1)

]
> 0 if ē >

1

1 + δ
Ω(> 0).

This determines the equilibrium consumption allocation as:

c1 =
ē

1 + β1δ + β1δ2
, c2 =

(
β1δ + β1δ

2
)
r̄ē

(1 + β1δ + β1δ2) (1 + β2δ)
, c3 =

(
β1δ + β1δ

2
)
β2δr̄

2ē

(1 + β1δ + β1δ2) (1 + β2δ)
.

In period 1, self 1 allocates the initial endowment ē to period-1 consumption and savings in the

proportions 1 and β1δ + β1δ
2, respectively. Given this decision of self 1, self 2 divides savings into

consumption in periods 2 and 3 according to the ratio 1 to β2δ.

The CEF demand in period 2 fulfills the third equation in the self 2’s reaction function (10):

bC2 =

(
β1δ + β1δ

2
)
β2δr̄ (r̄ − 1)

(1 + β1δ + β1δ2) (1 + β2δ) dA

[
ē−

(
1 + β1δ + β1δ

2
)
(1 + β2δ)Az̄

(β1δ + β1δ2)β2δr̄ (r̄ − 1)

]
> 0 if ē >

1 + β2δ

(β2δ + β2δ2) r̄
Ω.

Since it holds that

1 + β2δ

(β2δ + β2δ2) r̄
Ω− 1

1 + δ
Ω =

1− β2δ (r̄ − 1)

(β2δ + β2δ2) r̄
Ω > 0

under Assumption 1, we can summarize the result as follows:
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Lemma 4 Under Assumption 1, the unconstrained flexibility equilibrium with bC1 > 0 and bC2 > 0 can

exist when:

1 + β2δ

(β2δ + β2δ2) r̄
Ω < ē,

where Ω is as defined by (17).

Case 2b: Constrained flexibility

The last case is where bC1 = 0 and bC2 > 0. Substituting bC1 = 0 and the UA’s equilibrium condition

(6) into the period-1 flow budget constraint (1) and first equation in self 2’s reaction function (10), we

get

c1 = ē− pU1 z̄, c2 =
z̄

1 + β2δ

(
A+

A+ pU3
r̄

)
,

which solves the equilibrium price of the UA from the self 1’s optimality condition (20):

pU =

(
β1δ + β1δ

2
)
ē

(1 + β1δ + β1δ2) z̄
. (22)

Accordingly, the equilibrium consumption allocation is:

c1 =
ē

1 + β1δ + β1δ2
,

c2 =
β1δ + β1δ

2

(1 + β1δ + β1δ2) (1 + β2δ) r̄

[
ē+

(
1 + β1δ + β1δ

2
)
(1 + r̄)Az̄

β1δ + β1δ2

]
,

c3 =

(
β1δ + β1δ

2
)
β2δ

(1 + β1δ + β1δ2) (1 + β2δ)

[
ē+

(
1 + β1δ + β1δ

2
)
(1 + r̄)Az̄

β1δ + β1δ2

]
,

where the last equation is derived from the second equation in self 2’s reaction function (10). This

strategy is feasible if self 1’s optimality condition (19) is satisfied:

0 < ē ≤ 1

1 + δ
Ω.

The demand for CEF in period 2 fulfills the third equation in self 2’s reaction function (10) under

the equilibrium asset prices (5) and (22), and UA’s equilibrium condition (6):

bC2 =

(
β1δ + β1δ

2
)
(r̄ − 1)

(1 + β1δ + β1δ2) (1 + β2δ) r̄dA

[
(β2δr̄ − 1)

(
1 + β1δ + β1δ

2
)
Az̄

β1δ + β1δ2
− ē

]
,

which has a positive sign when

β2δr̄ > 1 and 0 < ē <
(β2δr̄ − 1) (r̄ − 1)

1 + δ
Ω.

Assumption 1 guarantees that:

1

1 + δ
Ω− (β2δr̄ − 1) (r̄ − 1)

1 + δ
Ω =

[1− β2δ (r̄ − 1)] r̄

1 + δ
Ω > 0.

Consequently, we establish the existence condition for the constrained flexibility equilibrium as follows:
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Lemma 5 Under Assumption 1, the constrained flexibility equilibrium with bC1 = 0 and bC2 > 0 can

exist when:

β2δr̄ > 1 and 0 < ē <
(β2δr̄ − 1) (r̄ − 1)

1 + δ
Ω,

where Ω is given by (17).

The equilibrium asset prices (5) and (22) indicate that

pU

pC
=

(
β1δ + β1δ

2
)
(r̄ − 1) ē

(1 + β1δ + β1δ2) dAz̄
⋛ 1 if ē ⋛ d

1 + δ
Ω.

This relationship is the same as that in Case 1b, where bC1 = 0 and bC2 = 0. Without management fees

(d = 1), the discount on the CEF price vanishes within the existence condition presented in Lemma 5.

Proposition 4 Suppose there are no management fees (d = 1). The CEF is traded at a premium and

not a discount in the constrained flexibility equilibrium: pU < pC .

Together with Proposition 2, the binding short-sale constraint in period 1 drives the UA price below

the CEF price, irrespective of whether the commitment is achievable.

3 Understanding the Closed-End Fund Puzzle

3.1 Equilibrium and Asset Prices

Lemmas 2–5 provide the conditions under which each strategy of self 1 is possible. However, we need to

clarify which type of strategy is chosen in terms of self 1’s welfare when the existence conditions overlap.

Appendix A proves the following relationship between the threshold values presented in Lemma 2–5

and Proposition 1:

(β2δr̄ − 1) (r̄ − 1)

1 + δ
Ω <

r̄ − 1

r̄
Ω <

1

δr̄
Ω <

1 + β2δ

(β2δ + β2δ2) r̄
Ω. (23)

Moreover, when β2r̄
2 > 1, we establish the following relationship:

1 + β2δ

(β2δ + β2δ2) r̄
Ω <

(1 + r̄) (r̄ − 1)

(β2r̄2 − 1) δr̄
Ω. (24)

We obtain four cases depending on the signs of β2r̄
2 − 1 and β2δr̄ − 1. Figures 1 and 2 illustrate

the equilibrium choice of self 1 when β2r̄
2 > 1; that is, when the interest rate on liquid assets is

relatively high. Within a region of 1+β2δ
(β2δ+β2δ2)r̄

Ω < ē ≤ (1+r̄)(r̄−1)
(β2r̄2−1)δr̄Ω, both unconstrained commitment

and unconstrained flexibility are possible. However, self 1 chooses the former that brings the higher

welfare. In Figure 1, where β2δr̄ > 1, all four types of strategies are adopted as per the level of

endowment ē. In Figure 2, where β2δr̄ ≤ 1, the region employing the constrained flexibility strategy

vanishes. The relationship between the UA and CEF prices when d = 1 is also illustrated. Considering

Propositions 1–4, we conclude:

Proposition 5 Suppose there are no management fees (d = 1). If β2r̄
2 > 1, then asset prices satisfy:

pC > pU if 0 < ē < 1
δr̄Ω;

pC < pU if 1
δr̄Ω < ē ≤ (1+r̄)(r̄−1)

(β2r̄2−1)δr̄Ω;

pC = pU if ē = 1
δr̄Ω and (1+r̄)(r̄−1)

(β2r̄2−1)δr̄Ω < ē.
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pC = pU

0

ē

bC1 = 0 & bC2 > 0

(1+r̄)(r̄−1)
(β2r̄2−1)δr̄Ω

1+β2δ
(β2δ+β2δ2)r̄

Ω(β2δr̄−1)(r̄−1)
1+δ Ω r̄−1

r̄ Ω

bC1 = 0 & bC2 = 0

bC1 > 0 & bC2 = 0

bC1 > 0 & bC2 > 0

1
δr̄Ω

pC > pU pC < pU

Figure 1: Equilibrium when β2r̄
2 > 1 and β2δr̄ > 1.

pC = pU

0

ē

(1+r̄)(r̄−1)
(β2r̄2−1)δr̄Ω

1+β2δ
(β2δ+β2δ2)r̄

Ωr̄−1
r̄ Ω

bC1 = 0 & bC2 = 0

bC1 > 0 & bC2 = 0

bC1 > 0 & bC2 > 0

1
δr̄Ω

pC > pU pC < pU

Figure 2: Equilibrium when β2r̄
2 > 1 and β2δr̄ ≤ 1.

For a low initial endowment ē, self 1 wants to shift future income to period 1; hence, the liquid CEF

is traded at a premium to the NAV (pC > pU ). As ē grows, self 1 becomes capable of making the

commitment, which relatively raises the value of the illiquid UA and generates a discount on the CEF

price to the NAV (pC < pU ). This discount region does not exist under time-consistent preferences,

noting that the following relationship is satisfied:

1

δr̄
Ω =

1 + β2δ

(β2δ + β2δ2) r̄
Ω =

(1 + r̄) (r̄ − 1)

(β2r̄2 − 1) δr̄
Ω when β2 = 1.

With a further increase in ē, self 1 cannot control for self 2’s behavior using illiquid UA as a commitment

device when the interest rate on liquidity assets is sufficiently high to satisfy β2r̄
2 > 1. The UA price

equals the NAV (pC = pU ) in the absence of management fees (d = 1).

Figures 3 and 4 describe the equilibrium when β2r̄
2 ≤ 1; that is, when self 2’s degree of hyperbolic

discounting is high. Figure 3 holds when β2δr̄ > 1, whereas Figure 4 holds when β2δr̄ ≤ 1. Unlike in

Figures 1 and 2, self 1 has a strong incentive to make the commitment and an unconstrained flexibility

equilibrium does not appear even for large values of ē. As the endowment ē grows, the premium on

the CEF price shifts to a discount.4 Accordingly, we can conclude that:

Proposition 6 Suppose there are no management fees (d = 1). If β2r̄
2 ≤ 1, then asset prices satisfy:

pC > pU if 0 < ē < 1
δr̄Ω;

pC < pU if 1
δr̄Ω < ē;

pC = pU if ē = 1
δr̄Ω.

4We can alternatively interpret the results in terms of the supply of the UA, z̄. For a given initial endowment, ē, an

increase in z̄ increases Ω in (17). This strengthens self 1’s incentive to short sell the CEF in period 1, thereby widening

the region of the CEF price premium, pC > pU , as shown in Figures 1–4.
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0

ē

bC1 = 0 & bC2 > 0

1+β2δ
(β2δ+β2δ2)r̄

Ω(β2δr̄−1)(r̄−1)
1+δ Ω r̄−1

r̄ Ω

bC1 = 0 & bC2 = 0

bC1 > 0 & bC2 = 0

bC1 > 0 & bC2 > 0

1
δr̄Ω

pC > pU pC < pU

Figure 3: Equilibrium when β2r̄
2 ≤ 1 and β2δr̄ > 1.

0

ē

1+β2δ
(β2δ+β2δ2)r̄

Ωr̄−1
r̄ Ω

bC1 = 0 & bC2 = 0

bC1 > 0 & bC2 = 0

bC1 > 0 & bC2 > 0

1
δr̄Ω

pC > pU pC < pU

Figure 4: Equilibrium when β2r̄
2 ≤ 1 and β2δr̄ ≤ 1.

Under a time-consistent preference (β2 = 1), this case is excluded because the gross interest rate r̄

exceeds one, implying that β2r̄
2 > 1.

3.2 Discussion

A. Time inconsistency

With time-consistent preferences, such as the standard exponential discounting (β1 = β2 = 1) and

no management fees (d = 1), one cannot explain the CEF price discount. Even if the payoff structures

of the UA and CEF are identical, the liquidity difference between these assets can lead to the price

discrepancy under hyperbolic discounting, as the illiquid UA serves as a commitment device. This CEF

price discount disappears in a region where the commitment is infeasible. Cherkes, Sagi, and Stanton

(2009) highlight the importance of the management fees incurred in running CEFs. However, relative

to the benefits from CEFs’ liquidity services, as a crucial factor in unraveling the CEF discount puzzle,

we offer another perspective on the impact of (il)liquidity. Nonetheless, our contribution should be

viewed as a complement to Cherkes, Sagi, and Stanton (2009), rather than as a substitute.

Our approach is also closely related to the investor sentiment theory developed by De Long et al.

(1990) and empirically tested by Lee, Shleifer, and Thaler (1991). CEFs offer liquidity and require

no minimum investments, making them attractive to small investors. Both sets of authors highlight

that small investors, swayed by the irrational sentiments of optimism and pessimism, cause substantial

undiversifiable fluctuations in CEF prices, leading to price discounts. While they find a mechanism

of CEF price declines driven by risk, our model shows UA price appreciation through an incentive to

avoid irrational future decisions. One advantage of our approach is that it explains the premiums and

discounts in a unified framework. Although the discounts prevail, a measurable portion of the CEFs

trade at premiums in actual markets (see Cherkes (2012)).

B. Expectation biases
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Earlier, we implicitly posit that self 1 can accurately predict self 2’s degree of hyperbolic discounting,

β2. However, following O’Donoghue and Rabin (1999, 2001), we can introduce self 1’s expectation bias

concerning self 2’s preference. We define the true preference for self 2 as follows:

u(c2) + β̄2δu(c3), with 0 < β̄ < 1,

while considering β2 ∈ [β̄2, 1] as self 2’s degree of hyperbolic discounting that self 1 subjectively expects.

As per the value of β2, the degree of self 1’s näıveté can be divided into the following three cases:

• With β2 = β̄2, self 1 is sophisticated in the sense that she can accurately predict the changes in

the discounting held by self 2.

• With β2 = 1, self 1 is näıve in the sense that she erroneously believes that self 2 will have the

same discounting as her own δ.

• With β̄2 < β2 < 1, self 1 is said to be partially näıve.

As self 1 underestimates self 2’s degree of hyperbolic discounting, implying a higher β2 for a given

self 2’s true preference β̄2, the economy shifts to the cases described in Figures 1–2 and further to the

region within which pC < pU narrows. This indicates that the degree of näıveté also influences asset

prices by changing the incentive of self 1 to utilize the illiquid UA as a commitment device.

C. Short-sale constraints

In our setting, the short-sale constraints serve two distinct roles. The future constraint in period 2

prevents the time-inconsistent behavior of the future selves, thus creating a CEF price discount. That

is, self 1 achieves the optimal consumption plan with the aid of market imperfections. By contrast,

the current constraint in period 1 generates the CEF price premium, distorting self 1’s consumption

schedule. Without these two constraints, the unconstrained flexibility is the only possible strategy.

Further, without management fees, no price discrepancy occurs between the UA and CEF.

Our findings align with the literature on market imperfections impeding arbitrage opportunities

as a fundamental source of the CEF puzzle. Miller (1977) posits that short-sale constraints result

in financial asset overvaluation by blocking the incorporation of pessimistic evaluations into market

prices.5 Diamond and Verrecchia (1987) clarify that restrictions on short selling diminish the speed at

which stock prices reflect private information, particularly bad news.6 In the context of CEF pricing,

Pontiff (1996) demonstrates that arbitrage costs, such as transaction costs, hinder the correction of

mispricing in foreign CEFs. Additionally, the author points out that particularly for municipal CEFs,

short-sale constraints deprive rational investors of arbitrage opportunities, thus allowing premiums to

persist in CEF prices.7 We provide a new perspective, indicating that short-sale constraints cause both

premiums and discounts under hyperbolic discounting.

4 Conclusion

We show that hyperbolic discounting is a source of price discrepancies between CEFs and their UAs,

known as the closed-end fund puzzle. Illiquid UAs, together with short-sale constraints on CEFs,

5Autore, Billingsley, and Kovacs (2011) report empirical evidence that positive abnormal stock returns were observed

when the short-sale ban was implemented in the United States during the 2008 financial crisis.
6Based on a data set on short-sale costs in the New York Stock Exchange (NYSE) from 1926 to 1936, Jones and

Lamont (2002) find that stocks with high short-sale costs are overpriced. Using high-frequency daily data on short-selling

flows, Boehmer and Wu (2013) demonstrate that short sellers enhance the informational efficiency of domestic stock

prices on the NYSE.
7See Kim and Lee (2007) as well, who present a model with limited market participation as a source of the CEF price

discount and premium.

17



serve as a device for an individual’s current self to make a commitment, thereby preventing the time-

inconsistent behavior of future selves. Consequently, UA can be priced over CEF. We establish the

conditions under which the CEF price discount arises even with no management fees on CEF. Moreover,

we show that the current binding short-sale constraint on CEF generates the CEF price premium

within a unified framework. Our findings offer new insights into the understanding of CEF pricing:

the differences in the liquidity between the UAs and CEF is key for resolving the CEF puzzle.

Although our model explains the persistent discount (and premium) in CEF prices after an IPO,

empirical studies demonstrate more complex price dynamics. Specifically, CEFs trade at a premium

during the IPO, and subsequently, at a discount after 120 days on average (Rosenfeldt and Tuttle

(1973), Weiss (1989), Lee, Shleifer, and Thaler (1991), Cherkes, Sagi, and Stanton (2009)). A com-

prehensive description of these phenomena requires considering not only hyperbolic discounting and

commitment, but also other factors, such as underwriting and startup costs incurred at CEF IPOs (Lee,

Shleifer, and Thaler (1991), Cherkes, Sagi, and Stanton (2009)). Incorporating risks into endowments

and payoffs enriches the quantitative and qualitative implications. In addition, stochasticity renders

commitment contingent on the realized state (Ogawa and Ohno (2024)), and generates fluctuations

between the premium and discount on CEF prices.

Appendices

Appendix A: The relative magnitude of the threshold values

This appendix shows the relative magnitudes of the threshold values presented in Lemmas 2–5 and

Proposition 1. Assumption 1 ensures the relationship (23) because

1 + β2δ

(β2δ + β2δ2) r̄
Ω− 1

δr̄
Ω =

1− β2

(β2δ + β2δ2) r̄
Ω > 0,

1

δr̄
Ω− r̄ − 1

r̄
Ω =

1− δ (r̄ − 1)

δr̄
Ω > 0,

r̄ − 1

r̄
Ω− (β2δr̄ − 1) (r̄ − 1)

1 + δ
Ω =

{(1− β2) δ + (1 + r̄) [1− β2δ (r̄ − 1)]} (r̄ − 1)

(1 + δ) r̄
Ω > 0,

where the signs of the second and third equations are determined using Assumption 1. Lemma 3 is

based on the above last relationship.

When β2r̄
2 > 1, (1+r̄)(r̄−1)

(β2r̄2−1)δr̄Ω is positive and satisfies the relationship (24) because

(1 + r̄) (r̄ − 1)

(β2r̄2 − 1) δr̄
Ω− 1 + β2δ

(β2δ + β2δ2) r̄
Ω =

(1− β2) [(1 + β2δ) + β2δ (1 + r̄) (r̄ − 1)]

(β2r̄2 − 1) (β2δ + β2δ2) r̄
Ω > 0.

Combining (23) and (24), Lemma 2 uses the following relationship: When β2r̄
2 > 1,

r̄ − 1

r̄
Ω <

(1 + r̄) (r̄ − 1)

(β2r̄2 − 1) δr̄
Ω.
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